
Disentangling the Coupled Atmosphere‐Ocean‐Ice
Interactions Driving Arctic Sea Ice Response
to CO2 Increases
Oluwayemi A. Garuba1 , Hansi A. Singh2 , Elizabeth Hunke3 , and Philip J. Rasch1

1Pacific Northwest National Laboratory, Richland, WA, USA, 2School of Earth and Ocean Sciences, University of Victoria,
Victoria, British Columbia, Canada, 3Los Alamos National Laboratory, US Department of Energy Office of Science, Los
Alamos, NM, USA

Abstract A novel decomposition of the ocean heat energy that contributes to sea ice melt and growth
(ocean‐ice and frazil heat) into components that are driven by surface heat flux and ocean circulation
changes is used to isolate the evolving roles of the atmosphere and ocean in the Arctic sea ice loss from
CO2 increases. A sea ice volume budget analysis is used to separate the impacts of the anomalous
frazil/ocean‐ice heat from those of atmosphere‐ice heat on the evolving Arctic sea ice volume. The role of
atmosphere‐ocean coupling in augmenting or curtailing the atmosphere‐ and ocean‐driven sea ice losses
is further isolated by comparing the ice volume budget and the anomalous frazil/ocean‐ice heat components
in partially and fully coupled experiments. Atmosphere‐ice heat fluxes drive most of Arctic sea ice loss in the
first decade following CO2 increase by increasing the sea ice top face melt in summer, while ocean
circulation changes drive the loss over the longer term through the anomalous increase of heat transport into
the Arctic, which drive decreases in frazil ice growth and sea ice extent in winter. Atmosphere‐ocean
coupling in the subpolar Atlantic further supports a negative feedback that attenuates the ocean‐driven sea
ice losses over time; by accelerating the weakening of the Atlantic meridional overturning circulation,
it causes a large cooling of the subpolar Atlantic and attenuation of the anomalous heat transport into the
Arctic in winter, allowing for a seasonal Arctic sea ice in the fully coupled experiment, while the Arctic
completely becomes ice free in the partially coupled experiment.

Plain Language Summary The interactions between the atmosphere, ocean, and sea ice are
disentangled in order to isolate their individual roles in driving Arctic sea ice losses and how these roles
change over time. We introduce a new decomposition of the ocean heat that contributes to melting and
growing sea ice into parts that are caused by changes in the surface heat input into the ocean and ocean
circulation. We analyze the contributions of the ocean heat and atmosphere heat to the overall Arctic sea ice
volume changes, both in an experiment where a two‐way interaction between the atmosphere and ocean is
allowed and in another where this two‐way interaction is not allowed. Our results suggest that the
atmosphere causes most of Arctic sea ice loss (within a decade) by increasing sea ice top face melt, while the
ocean causes the long‐term sea ice changes in the Arctic by decreasing winter bottom face growth.
The interactions between the atmosphere and ocean further enhance the ocean circulation weakening and
surface cooling in the subpolar Atlantic and thereby stop the winter heat transport increase into the Arctic
and eventually curtail the ocean‐driven sea ice loss and prevent the total loss of Arctic sea ice.

1. Introduction

Sea ice loss due to anthropogenic greenhouse gas emissions is a coupled process involving a complex series of
interactions between the atmosphere, ocean, and sea ice on a range of temporal and spatial scales.
Ultimately, sea ice loss with greenhouse gas forcing is driven by anomalous atmosphere and ocean heat
fluxes that, in concert, decrease sea ice growth and increase sea ice melt (Bitz et al., 2005; Gabison, 1987;
Semtner, 1976).

Anomalous atmospheric heat fluxes at the top surface of the ice are determined by atmospheric radiative and
turbulent flux changes, which are, in turn, influenced by changing atmospheric energy transport, radiative
feedbacks, clouds, and chemical composition (Goosse et al., 2018; Hwang et al., 2011; Kay et al., 2008, 2012;
Singh et al., 2018). Anomalous ocean heat fluxes, acting on the bottom or lateral edges of the ice, may arise

©2020. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in any
medium, provided the original work is
properly cited.

RESEARCH ARTICLE
10.1029/2019MS001902

Special Section:
The Arctic: An AGU Joint
Special Collection

Key Points:
• A novel decomposition isolates how

ocean surface heating, circulation
changes, and air‐sea interactions
drive sea ice loss from CO2 increases

• Atmosphere changes determine
Arctic sea ice loss within the first
decade; ocean circulation changes
drive longer term ice losses

• Atmosphere‐ocean coupling
feedbacks on ocean circulation
change in the subpolar Atlantic
stabilizes Arctic sea ice loss in the
long term

Supporting Information:
• Supporting Information S1

Correspondence to:
O. A. Garuba,
Oluwayemi.Garuba@pnnl.gov

Citation:
Garuba, O. A., Singh, H. A., Hunke, E.,
& Rasch, P. J. (2020). Disentangling the
coupled atmosphere‐ocean‐ice
interactions driving Arctic sea ice
response to CO2 increases. Journal of
Advances in Modeling Earth Systems,
12, e2019MS001902. https://doi.org/
10.1029/2019MS001902

Received 19 SEP 2019
Accepted 22 OCT 2020
Accepted article online 6 NOV 2020

GARUBA ET AL. 1 of 29

https://orcid.org/0000-0001-7931-7788
https://orcid.org/0000-0002-8651-9094
https://orcid.org/0000-0002-7033-6031
https://orcid.org/0000-0002-5125-2174
https://doi.org/10.1029/2019MS001902
https://doi.org/10.1029/2019MS001902
https://agupubs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1944-9208.ARCTICJOINT
https://agupubs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1944-9208.ARCTICJOINT
http://dx.doi.org/10.1029/2019MS001902
http://dx.doi.org/10.1029/2019MS001902
http://dx.doi.org/10.1029/2019MS001902
mailto:Oluwayemi.Garuba@pnnl.gov
https://doi.org/10.1029/2019MS001902
https://doi.org/10.1029/2019MS001902
http://publications.agu.org/journals/
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2019MS001902&domain=pdf&date_stamp=2020-11-21


from changing heat input into the ocean or from changing ocean circulation and mixing processes (Bitz
et al., 2005; Martinson & Iannuzzi, 1998; Mayer et al., 2016; Winton, 2003). These atmospheric and oceanic
changes are also influenced by air‐sea coupling, which can further augment or curtail them. Changes in sea
ice also alter surface heat and freshwater fluxes that can further impact the ocean circulation and mixing
processes (Bitz et al., 2006; Liu et al., 2019; Svellec et al., 2017). Other interactions, particularly ice‐albedo
feedback and the ice‐thickness feedback, can further accelerate or decelerate this coupled response (Bitz
& Roe, 2004; Curry et al., 1995).

These coupled interactions between atmosphere, ocean, and sea ice make attribution and prediction of sea
ice changes challenging. The proximity of the Arctic to the amplified atmospheric warming in the Northern
Hemisphere and the meridional overturning circulation and its large ocean heat transport in the Atlantic
make it a hot spot for coupled interactions. It is unclear what the relative roles of atmospheric and oceanic
fluxes are in driving sea ice loss and how these roles may evolve with time (Holland et al., 2006; Serreze
et al., 2007; Stroeve et al., 2012). Coupled climate models often disagree on the extent to which the ocean
and atmosphere instigate sea ice retreat (Bracegirdle et al., 2018; Burgard & Notz, 2017; Holland et al., 2010).
Several studies have suggested that changes in atmospheric radiative fluxes (particularly surface longwave
input) and circulation play an important role in sea ice loss (Francis & Hunter, 2006; Kay et al., 2008;
Maslanik et al., 2007; Stroeve et al., 2007, 2012). However, other studies have also demonstrated that meri-
dional ocean heat transport changes play a role in Arctic sea ice loss, both in instigating abrupt changes and
augmenting predictability over longer time scales (Årthun et al., 2019; Auclair & Tremblay, 2018; Dmitrenko
et al., 2008; Holland et al., 2006; Nummelin et al., 2017; Polyakov et al., 2005, 2017; Walczowski &
Piechura, 2006; Yeager et al., 2015). Therefore, disentangling various components of the coupled
atmosphere‐ocean‐ice interactions is important for improved understanding and predictability of sea ice loss
and for diagnosing coupled climate model projections of sea ice changes.

Earlier studies have isolated the contributions of anomalous surface heat fluxes and ocean heat transport
and storage and anomalous melt and growth to the overall sea ice volume change. Bitz et al. (2005) and
Winton (2003) highlighted the importance of the ocean circulation strength and heat convergence in setting
the sea ice extent. Ding et al. (2016) also used an ocean heat content budget to isolate the roles of ocean heat
storage and anomalous surface heat fluxes in determining the seasonal cycle sea ice in the Arctic. Their
results suggest that anomalous surface heat fluxes play a primary role in the seasonal changes, while ocean
heat convergence only plays a secondary role in the Arctic. A sea ice volume budget analysis is also used in
the multimodel and single‐model analysis of Holland et al. (2010), West et al. (2013), and Keen and
Blockley (2018) to understand the relative roles of melt and growth changes in sea ice loss. They found that
increase in the melt is important in the short term, while growth decrease becomes important in the long
term. However, the roles of the atmosphere and ocean in driving these anomalous surface heat fluxes or
ocean heat storage or melt and growth changes that cause Arctic sea ice loss are not clearly defined in these
previous studies.

In this study, we present a novel decomposition of the anomalous ocean heat energy that contributes to
sea ice melt and growth changes (ocean‐ice and frazil heat) in fully and partially coupled CO2‐quadru-
pling experiments. A passive tracer decomposition method introduced in the studies of Banks and
Gregory (2006) and Xie and Vallis (2012), is used to decompose the anomalous ocean temperature into
components that are driven by surface heat flux anomalies and ocean circulation changes, respectively.
The anomalous ocean temperature components are then also used to isolate the frazil/ocean‐ice heat
components that are driven by surface heat flux and ocean circulation changes. In order to identify sea
ice volume changes that are driven by atmosphere‐ice heat fluxes (atmosphere‐driven) and frazil/ocean‐
ice heat (ocean‐driven), the contributions of the anomalous melt and growth rates at the sea ice top
and bottom faces to the evolving sea ice volume budget are first analyzed. The frazil/ocean‐ice heat
decomposition is then used to isolate the roles of anomalous surface heat fluxes and ocean‐circulation
changes in ocean‐driven sea ice changes. A partially coupled experiment wherein the impact of ocean cir-
culation changes on the air‐sea interaction is suppressed is further used to access the role of the coupling
between the atmosphere and ocean in augmenting or curtailing the atmosphere‐ and ocean‐driven sea ice
volume changes. The formulation and validation of the partial coupling method are described in detail in
the study of Garuba and Rasch (2020) (hereafter GR20). By comparing the evolving Arctic sea ice volume
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budget and frazil/ocean‐ice heat components in the fully and partially coupled experiments, we discern
the time‐evolving roles of the atmosphere, ocean, and the coupling between them in driving sea ice loss
in the Arctic.

2. Experimental Design and Method Formulation
2.1. Model and Experiments

This study uses the Community Earth System Model version 1.2 (CESM 1.2) global coupled model. CESM
1.2 consists of the Community Atmospheric Model version 5 (CAM5) (Neale et al., 2010), the Parallel
Ocean Program version 2 (POP2) (Danabasoglu et al., 2012), the Community Land Model version 4
(CLM4) (Oleson et al., 2010), and the Community Ice CodE (CICE) (Hunke et al., 2010). The horizontal reso-
lution used for CAM5 and CLM4 is 1.5° × 0.9°, with the atmospheric component having 30 vertical levels.
CICE and POP are run on a nominally 1°‐resolution, displaced‐pole grid (with the north pole singularity
centered over Greenland); POP has 61 vertical levels.

The methodology uses three simulations, a control simulation used to define the baseline model behavior,
and two perturbed simulations in which CO2 is quadrupled. In the first perturbed run (called the “fully
coupled experiment”), the standard atmosphere‐ocean coupling is used. In the second perturbed experi-
ment (called the “partially coupled experiment”), the impact of ocean circulation anomalies in the
atmosphere‐ocean coupling is suppressed (described in detail in section 2.2.4). Both perturbed simulations
are initialized from a 1000‐year equilibrated control simulation with preindustrial CO2 concentrations
and integrated forward in time for 100 years following the abrupt quadrupling of atmospheric CO2 con-
centrations from 284 to 1,136 ppm. CO2‐induced anomalies are defined as the difference between the per-
turbed and preindustrial control experiment states. A set of temperature‐like tracers is added to the fully
and partially coupled perturbed experiments to decompose the anomalous ocean temperature, frazil heat,
and ocean‐ice heat fluxes into components that are driven by surface heat flux anomalies and ocean
circulation changes, respectively (described in detail in sections 2.2.2 and 2.2.3). The sea ice volume
budget and anomalous frazil/ocean‐ice heat flux components in the partially and fully coupled experi-
ments are compared to isolate the role of atmosphere‐ocean coupling in modifying the atmosphere‐
and ocean‐driven sea ice changes.

2.2. Disentangling the Coupled Atmosphere‐Ocean‐Ice Interaction
2.2.1. Governing Equations
The rates of sea ice growth and melt at the atmosphere‐ice (top) and ocean‐ice (bottom) interfaces are
described by the thermodynamic equations (Bitz et al., 2005; Hunke et al., 2010):

−q
∂h
∂t
jtop ¼ FAI − Io − k

∂TI

∂z
; (1)

and

−q
∂h
∂t
jbasal ¼ −FOIb þ k

∂TI

∂z
; (2)

−q
∂h
∂t
jnew ¼ −Fi: (3)

Here h is the ice area weighted sea ice thickness;
∂h
∂t

is the rate of ice growth or melt; q is the enthalpy of sea

ice; IO is the solar radiation that passes through the upper surface of the ice; k is the conductivity of the ice;
∂TI

∂z
is the vertical temperature gradient at the sea ice top and bottom layers, respectively; FAI are the

atmosphere‐ice heat fluxes (radiative and turbulent; can be positive or negative) that can cause melt at the
ice top face or basal growth at the ice bottom face by heat conduction through ice;FOIb is the ocean heat that
is used for basal melt at the ice bottom face; additional ocean heat is also used to melt sea ice laterally (FOIl),
so that the net ocean‐ice heat fluxes used for melt is FOI ¼ FOIb þ FOIl ; FOI is always negative, and FAI and
FOI are weighted by sea ice area; Fi is the frazil heat, that is, the latent heat release when new ice forms over
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open waters (frazil ice growth), where ocean temperatures momentarily fall below the freezing temperature
or supercools. Fi is also equivalent to the heat energy required to keep the ocean temperature from falling
below freezing where frazil ice forms; Fi is thus always positive (sign convention is positive downward).
Equations 1–3 are solved by the sea ice model to compute the sea ice thickness changes that occur at the
sea ice top and bottom faces, respectively. Further adjustments to sea ice thickness within the ice layers
due to brine pockets and ice dynamics are computed in the sea ice model that are not included in
Equations 1–3, but these adjustments do not change the overall energy budget of sea ice that is considered
in this study.

Frazil and ocean‐ice heat (Fi/FOI) are both derived from a quantity called the freezing/melting potential
(FIOI), which is computed as a function the departure of the ocean temperature from the freezing
temperature:

FIOI ¼ cwðTf rz − TOjsÞ: (4)

Here TO|s is a provisional estimate of the ocean surface temperature field, Tfrz is the freezing temperature of
seawater (a constant−1.8°C in the CESM 1.2), and cw is the heat capacity of the ocean top layer. As indicated
by Equation 4, FIOI is positive where the provisional ocean surface temperature drops below freezing (i.e.,
FIOI> 0where Tfrz> TO|s) and negative where it is above freezing (FIOI< 0where Tfrz< TO|s). Positive values
of FIOI thus represent the freezing potential that is used for frazil ice growth (i.e.,Fi ¼ FIOI > O), while nega-
tive values of FIOI represent the melting potential that may be used for basal or lateral sea ice melt. Note that
FIOI< 0 almost everywhere but can only be used for melt where ice is available; where ice is available, some
or all of FIOI may be used for melt depending on the magnitude of the conductive term in Equation 2; FOI is
the actual amount of the negative values of FIOI that is used formelt where ice is available (i.e., FOI≥ FIOI< 0;
Hunke et al., 2010).

For the purposes of calculating the freezing/melting potential and decomposing the frazil heat and ocean‐ice
heat fluxes, a provisional ocean temperature estimate is used. The provisional ocean temperature estimate is
the ocean temperature value “before” it is adjusted for ice growth or melt. The ocean temperature has to be
further adjusted to account for sea ice growth and melt after the values of Fi and FOI are determined as the
ocean temperature does not depart from the freezing temperature when sea ice growth and melt occurs phy-
sically. The provisional ocean temperature change may be described with the tendency equation:

∂TO

∂t
¼ Q − v · ∇TO: (5)

Here, TO is the three‐dimensional ocean temperature field and Q is the two‐dimensional atmosphere‐ocean
surface heat flux field exchanged over open waters (positive downward into the ocean and nonzero only at
the surface layer); v is the three‐dimensional ocean circulation field, representing all ocean transport pro-
cesses including resolved advection, horizontal diffusion, and vertical mixing. Equation 5 is also normalized
by the heat capacity (cw) for simplicity, so that Q has units of Deg s−1.

Since it has not accounted for sea ice growth or melt, the provisional or numerical ocean temperature can go
below freezing or above freezing (where ice is available) due to surface heat loss or ocean heat convergence
below the ice and thereby allows FIOI to include both positive and negative (where ice is available) values
according to Equation 4. These positive and negative values may then be used to account for frazil ice growth
or sea ice melt as Fi and FOI, respectively. The provisional ocean temperature is then reset to the freezing
temperature where frazil ice growth occurs or sea ice remains after the melting potential has been applied
to melt ice. FOI and Fi are the equivalent amount of heat energy needed to adjust the ocean temperature
for ice melt and frazil ice growth, respectively.

The actual adjusted ocean temperature change is thus described by the tendency equation:

∂TO

∂t
¼ Qþ FOI þ Fi − v · ∇TO: (6)
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The provisional ocean temperature estimate is critical to the frazil/ocean‐ice heat decomposition described
in this study as it contains the information of the ocean temperature change that contribute to sea ice melt or
growth. This information is lost after the ocean temperature is adjusted for ice growth or melt, since TO
would be equal to Tfrz and FIOI would be zero where ice present or frazil ice forms. The provisional ocean
temperature components are thus what can be used for decomposing FOI and Fi into components, respec-
tively. The decomposition of the provisional ocean temperature (Equation 5) with tracers is described in
section 2.2.2; the frazil/ocean‐ice heat flux is then decomposed using the resulting provisional tracer compo-
nents (section 2.2.3). The provisional tracer components are similarly adjusted for growth and melt with
their respective contributions to FOI and Fi after FOI and Fi are decomposed.

For those interested in and familiar with specific details of the CESM coupled model, it is important to note
that because FOI is added to Q to compute the ocean temperature change at the start of the coupling interval,
it may appear that the provisional ocean temperature tendency that is used for computing the
freezing/melting potential (Equation 5) should already include FOI. However, the addition of FOI at the start
of the coupling interval is not inconsistent with Equation 5; it serves to complete iteration of the ocean tem-
perature tendency from the previous coupling time interval, adjusting it for melt. This is done because the
information on ice accumulation is only available in the sea ice model, such that the ocean temperature
can only be adjusted for frazil ice growth and ice melt at the different coupling time intervals (Smith
et al., 2010). The ocean temperature (TOt ) change due to the air‐sea surface heat fluxes (Qt) is adjusted for
freezing with the frazil heat (Fit ) within the same coupling interval, right after the freezing/melt potential
(FIOIt ) is computed, while it is adjusted for melt in the next coupling time interval after the actual amount
of FIOIt used for melt (FOIt ) is received from the sea ice model. FOIt is then added to the surface heat fluxes
in the new coupling time interval (Qt+ 1) to compute the provisional ocean temperature at the new time
(TOt þ 1). The addition of FOIt to Qt+ 1 thus serves to adjust TOt rather than TOt þ 1, and TOt þ 1 at the time
is used to compute FIOIt þ 1, can still be described with the discretized form of tendency Equation 5, and
can still go above freezing where ice is present. In standalone mode, ice accumulation is saved in the
ocean model, and the ocean temperature is adjusted for growth and melt within the same coupling time
interval.
2.2.2. Ocean Temperature Decomposition
As indicated by Equations 1 and 4, the ocean plays a crucial role in the sea ice volume evolution; sea ice
growth is initiated with frazil ice formation resulting from the supercooling of ocean temperatures, and
sea ice melt resulting from ocean‐ice heat fluxes also determines the overall rate of sea ice thickness changes.
Therefore, understanding the ocean processes that drive frazil/ocean‐ice heat flux changes is necessary to
understand the net sea ice volume evolution. According to Equations 4 and 5, frazil/ocean‐ice heat fluxes
changes, as computed in this model, are driven only by the provisional ocean temperature changes (Tfrz is
constant); ocean temperature changes, in turn, depend on surface heat flux and ocean circulation or heat
transport changes. Therefore, the contributions of anomalous surface heat fluxes and ocean circulation
changes to the frazil/ocean‐ice heat flux changes can be isolated by decomposing the provisional ocean tem-
perature anomalies in a perturbed experiment. To see this, consider the equation describing the evolution of
the provisional ocean temperature anomaly in a perturbed experiment, derived by taking the difference
between the perturbed (Equation 5) and baseline provisional ocean temperature tendency equations. The
provisional baseline ocean temperature tendency is given as

∂TO

∂t
¼ Q − v · ∇TO: (7)

The difference between (5) and (7) is equivalent to the tendency equation for the provisional ocean tempera-
ture change in a perturbed experiment:

∂T ′
O

∂t
¼ Q′ − v′ · ∇TO − v · ∇T′

O: (8)

Here, overbars denote baseline variables (from a control experiment); variables without prime or overbars
denote perturbed variables (from a perturbed experiment), and primes denote the difference between per-

turbed and baseline variables (i.e., TO ¼ TO þ T ′
O ; Q ¼ Q þ Q′ ; v ¼ v þ v′ ). Equation 8 shows that the
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sources of ocean temperature changes are the anomalous surface heat fluxes Q′ and ocean circulation
changes v′, denoted by the first two terms; the third term represents the ocean transport of the temperature
anomalies rather than a source term. Equation 8 can be decomposed based on these source terms into two
parts that sum up to the original equation, that is,

∂T ′
OQ

∂t
¼ Q′ − v · ∇T ′

OQ; (9)

and

∂T ′
OO

∂t
¼ −v′ · ∇TO − v · ∇T′

OO: (10)

Here, T ′
O ¼ T′

OQ þ T′
OO, so that Equations 9 and 10 sum up to Equation 8. T′

OQ denotes the “surface‐driven”
anomalous ocean temperature component that is caused by anomalous surface heat fluxes, while T ′

OO

denotes the “circulation‐driven” component, caused by ocean circulation changes. By definition, T ′
OO does

not cause a net change in the global ocean heat content because it is due to the rearrangement of the baseline

temperature ( TO ) gradients by ocean circulation changes (v′), but T ′
OO can contribute large heat content

changes regionally. Each anomalous temperature component is also subject to ocean transport processes

(v · ∇T′
OQ and v ·∇T′

OO) so that anomalous temperature components at a given location can include the

impact of both local and remote surface heat flux and ocean circulation changes.

These anomalous ocean temperature components are isolated using a tracer decomposition method
introduced in Banks and Gregory (2006) and Xie and Vallis (2012). Temperature‐like tracers denoted as
P1 and P2 are added to the ocean model in the perturbed experiments to isolate the surface‐ and
circulation‐driven ocean temperature anomalies, respectively. Similar to the ocean temperature, the
three‐dimensional tracer fields are set equal to prescribed temperature values at initialization and are also
forced with prescribed surface heat fluxes at each coupling time. The choices of the initial values and sur-
face forcings prescribed for the tracers are determined by the quantity they are designed to isolate. The
tracers evolve from their prescribed initial values over time due to their surface forcing and transport
by the ocean transport processes. Like the ocean temperature, a tendency equation is also solved in the
ocean model to compute the evolution of the tracer fields (see Appendix B of GR20 and the references
therein for the description of the tracer equations and the methodology). However, unlike the ocean tem-
perature, the tracers are passive in the sense that they do not affect the ocean density and circulation
changes.

Tracer P1 is designed to emulate the surface‐driven anomalous ocean temperature evolution described

by (9) (i.e., P1 ¼ T ′
OQ ), while tracer P2 is designed to emulate the baseline ocean temperature ( TO )

described by (7). However, unlike TO, P2 evolves in a perturbed experiment and is subject to a different

ocean transport strength (v ¼ v þ v′). As a result, tracer P2 evolves differently from TO over time; it can be

shown that the difference between the tendency equations for P2 and TO is equal to the circulation‐driven
anomalous ocean temperature Equation 10 (i.e., P2 ¼ TO þ T′

OO ). The two tracers thus sum up to the

ocean temperature (i.e., TO ¼ TO þ T ′
OQ þ T ′

OO ¼ P1 þ P2 ). See Appendix A1 for the description of the

initialization and surface forcing for each tracer. Note that in forcing the tracers, FOI, which is included
in the CESM surface heat flux output variable, is also removed in order to obtain the provisional
surface‐driven temperature component.
2.2.3. Frazil and Ocean‐Ice Heat Decomposition
The main goal of this study is to decompose the anomalous frazil/ocean‐ice heat (Fi/FOI) into components
that are driven by anomalous surface heat fluxes and ocean circulation changes. This decomposition is
derived from the provisional ocean temperature decomposition described in section 2.2.2 since it isolates
ocean temperature changes that cause frazil and ocean‐ice heat flux changes through the anomalous surface
heat flux and ocean circulation (recall Equation 4). By design, the provisional ocean temperature consists of
two parts, represented by the two tracers (recall TO ¼ P1 þ P2 ). Similarly, the frazil and ocean‐ice heat
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energy produced by the provisional ocean temperature can be written as a sum of two parts, contributed by
each tracer, that is,Fi ¼ Fi1 þ Fi2 andFOI ¼ FOI1 þ FOI2, whereFi1=FOI1 andFi2=FOI2 are the frazil/ocean‐ice
heat flux components due to tracers P1 and P2, respectively.

Fi1=FOI1 andFi2=FOI2 are obtained as the weighted contributions of P1 and P2 to Fi/FOI, respectively, when P1

and P2 are of the “same” sign (e.g., FOI1 ¼ FOI∗P1=ðP1 þ P2Þ). However, P1 and P2 sometimes have “oppo-
site” signs, such that a weighting is not appropriate. The freezing temperature is close to zero and the
frazil/ocean‐ice heat depends most times on the sign of the ocean temperature, such that the ocean tempera-
ture components with opposite signs cannot both contribute to the ocean‐ice heat flux—only one compo-
nent can contribute. This can be particularly true in the polar regions in the winter and summer seasons
when surface heat fluxes and ocean heat convergence are the opposite. For example, in winter/summer,
the ocean over the polar regions loses/gains heat at the surface but gains/loses heat through heat conver-
gence by ocean circulation, so that frazil ice growth/ice melt in winter/summer is primarily caused by the
surface heat loss/gain rather than by ocean heat convergence.

Therefore, there are three possible ways to decompose Fi/FOI, when the provisional ocean temperature
components are of opposite signs: (1) When TO< Tfrz (recall Tfrz=−1.8°C), frazil heat can only be con-
tributed by the tracer component with the negative sign. (2) When TO> Tfrz and TO> 0, the ocean‐ice
heat flux can only be contributed by tracer component with the positive sign. (3) When TO> Tfrz and
TO≤ 0, the ocean‐ice heat flux would also be contributed by tracer component with the positive sign.
Though TO is negative or zero in this case, melt would occur because the provisional ocean temperature
has increased from its previous value, that is, the freezing temperature where ice is present. FOI should
thus be assigned to the ocean temperature component with the positive sign. In summary, the
frazil/ocean‐ice heat fluxes are decomposed as follows:

• When P1 and P2 are of the same signs; Fi1 ¼ Fi∗ðP1=ðP1 þ P2ÞÞ and Fi2 ¼ Fi∗ðP2=ðP1 þ P2ÞÞ; FOI1 ¼ FOI

∗ðP1=ðP1 þ P2ÞÞ and FOI2 ¼ FOI∗ðP2=ðP1 þ P2ÞÞ;
• When P1 and the P2 are of opposite signs; and

‐ Fi> 0 and Tfrz> TO

* when P1 < 0 and P2≥ 0; Fi1 ¼ Fi and Fi2 ¼ 0
* when P1≥ 0 and P2 < 0; Fi1 ¼ 0 and Fi2 ¼ Fi

‐ FOI< 0 and Tfrz< TO> 0

* when P1≤ 0 and P2 > 0; FOI1 ¼ 0 and FOI2 ¼ FOI

* when P1 > 0 and P2≤ 0; FOI1 ¼ FOI and FOI2 ¼ 0

‐ FOI< 0 and Tfrz< TO≤ 0

* when P1≤ 0 and P2 > 0; FOI1 ¼ 0 and FOI2 ¼ FOI

* when P1 > 0 and P2≤ 0; FOI1 ¼ FOI and FOI2 ¼ 0

Similar to the derivation of the surface‐ and circulation‐driven anomalous ocean temperature components

with the tracers (i.e., P1 ¼ T ′
OQ and P2 ¼ T þ T′

OO ), the surface‐ and circulation‐driven frazil/ocean‐ice
heat flux components are obtained from their tracer‐decomposed components as follows: Fi1 ¼ F ′

iQ and Fi2

¼ Fi þ F ′
iO; FOI1 ¼ F ′

OIQ and FOI2 ¼ FOI þ F′
OIO; so that Fi ¼ Fi1 þ Fi2 ¼ Fi þ F ′

iQ þ F ′
iO and FOI ¼ FOI1 þ

FOI2 ¼ FOI þ F ′
OIQ þ F ′

OIO. Since frazil heat and ocean‐ice heat fluxes in the baseline state are primarily pro-

duced by surface heat loss and gain in the winter and summer seasons, respectively, surface‐driven anoma-

lous frazil or ocean‐ice heat fluxes (F ′
iQ=F

′
OIQ ) also produced anomalous surface heat loss or gain in the

perturbed experiments. However, circulation‐driven anomalous frazil or ocean‐ice heat fluxes (F ′
iO=F

′
OIO )

may not result directly from the anomalous ocean heat convergence in the winter and summer seasons,
as these warm and cool the polar oceans respectively in these seasons. The circulation‐driven frazil and

10.1029/2019MS001902Journal of Advances in Modeling Earth Systems

GARUBA ET AL. 7 of 29



ocean‐ice heat flux anomalies in the winter and summer seasons should instead be viewed as the change in
frazil or ocean‐ice heat fluxes that occurs if surface heat fluxes are fixed at the baseline values but ocean heat

convergence changes (i.e., FiO ¼ Fi2 − Fi).

After Fi1=FOI1 and Fi2=FOI2 are computed, the provisional tracer temperature values are also adjusted with
the respective amounts they contribute to the net frazil/ocean‐ice heat fluxes. The final and adjusted anom-
alous ocean temperature components can also be described by the following tendency equations:

∂T′
OQ

∂t
¼ Q′ þ F ′

OIQ þ F ′
iQ − v · ∇T′

OQ; (11)

and

∂T′
OO

∂t
¼ F ′

OIO þ F ′
iO − v′ · ∇TO − v · ∇T′

OO: (12)

In practice, the tracer‐decomposed frazil/ocean‐ice heat flux components, Fi1=FOI1 and Fi2=FOI2 , are com-
puted online along with the tracers P1 and P2 in the ocean model simulation. Following the same procedure
for the ocean temperature and frazil/ocean‐ice heat computation in the CESM coupled mode (see
section 2.2.1), frazil heat (Fi) is decomposed using the provisional tracer values after FIOI is computed (i.e.,
where FIOI> 0) and within the same coupling time interval the provisional tracer values are computed;
the tracers are similarly adjusted after the decomposition of Fi by the amount they each contribute to Fi.
On the other hand, the ocean‐ice heat fluxes are decomposed in the next coupling time interval, after the
actual amount of FIOI used for melt (FOI) is received from the sea ice model. In this case, the tracer values
from the previous coupling time interval which have not been adjusted for melt are used to decompose
FOI. Each FOI component is then also added to their respective tracer surface flux in the new coupling inter-
val to adjust or reduce the tracer temperature by the amount they contribute to the melt in the previous
time step.

Themodel output of the tracers P1 and P2 (oceanmodel output variables “TTRC_1” and “TTRC_2”) and their
respective frazil/ocean‐ice heat fluxes FOI1 and FOI2 (ocean model output variables “QFLUX1/MELTH_F1”
and “QFLUX2/MELTH_F2”) are analyzed and compared with total ocean temperature and ocean‐ice heat
fluxes in section 3.3.1.
2.2.4. The Role of Air‐Sea Interactions
The coupling between the atmosphere and ocean further modifies the atmosphere‐ and ocean‐driven
sea ice changes. The anomalous surface fluxes and ocean circulation changes that drive ocean‐ice heat
flux anomalies in a fully coupled experiment are not caused by atmospheric CO2 increases alone.
The ocean circulation response also drives additional anomalous fluxes which can in turn drive additional
ocean circulation changes. This two‐way interaction makes it difficult to isolate the roles of the
atmosphere and the ocean in fully coupled interaction. To isolate the impact of this two‐way coupling
between the atmosphere and ocean on the sea ice change process, the partial coupling method described
in GR20 is used.

The basic idea of this approach is to remove the impact of ocean circulation changes from the air‐sea
interaction in a partially coupled experiment, such that the anomalous surface fluxes and ocean
circulation response are driven by the atmospheric perturbation alone (in this case, CO2 increase). The
partially coupled experiment thus serves the same purpose as a slab ocean experiment, wherein an atmo-
sphere model is coupled with an ocean mixed layer with prescribed ocean heat convergence (Bitz
et al., 2012), that is, to exclude the impact of the ocean circulation response from air‐sea interaction.
However, the partially coupled experiment uses a full dynamical ocean model and thereby can simulate
an ocean circulation response but without the impact of coupling and also allow for changes in ocean
mixed layer thickness and ocean transport of anomalous surface heat fluxes that are not simulated in slab
ocean experiments. When compared with the sea ice response in a fully coupled experiment, the partially
coupled experiment can thus show how atmosphere‐ocean coupling modifies the sea ice loss process
through its impact on both anomalous surface heat fluxes and ocean circulation changes.
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The fully and partially coupled experiments are initialized from the same point in the control experiment
and also forced with CO2 quadrupling. Tracers P1 and P2 are also added to both experiments to decompose
their respective anomalous ocean temperature and frazil/ocean‐ice heat fluxes into the surface‐ and
circulation‐driven components as described above. However, unlike the fully coupled experiment where

the actual ocean surface temperature is used to compute surface flux exchange in the coupler (i.e., Tcpl ¼ TO

¼ TO þ T′
OQ þ T′

OO), a surrogate ocean temperature that includes the baseline and only the surface‐driven
anomalous component is used in the partially coupled experiment (i.e., Tcpl ¼ TO þ T ′

OQA
) so that the

circulation‐driven component (T ′
OOP

; see Table 1) is removed from the air‐sea interaction. TO (from the con-

trol experiment) is supplied as input so that similar baseline surface heat fluxes (Q) are simulated in the par-
tially coupled experiment as the fully coupled one. As a result, only atmosphere‐driven anomalous surface

heat fluxes (Q
0
A) are simulated in the partially coupled experiment, while the anomalous surface heat fluxes

(Q′) in the fully coupled experiment include both atmosphere‐ and ocean‐driven components (i.e., Q′ ¼ Q′
A

þ Q′
O) due to the additional circulation‐driven ocean temperature component (T′

OO) that is coupled. Similar
to the one in the fully coupled experiment, tracer P1 isolates the surface‐driven ocean temperature anomalies
in the partially coupled experiment so that the surrogate ocean temperature coupled with the atmosphere in

this experiment is equal to TO þ P1js (see GR20 for full description and validation of partially coupled experi-
ment and tracer equations).

It is important to note that only the atmosphere‐ocean coupling is partial in this experiment, and the sea ice
model is fully coupled with both atmosphere and ocean models. In both the fully and partially coupledex-
periments, frazil ice growth and bottom melt rates are primarily computed with freezing/melting potential
(FIOI) in the sea ice model, and FIOI is computed using the actual ocean temperature (i.e., TO). Using the
actual ocean temperature for computing FIOI is necessary for the ocean temperature to be fully adjusted
for freezing and to prevent it from dropping unrealistically below the freezing temperature. It is also possible
that a partial ocean temperature be used for computing the FIOI, but the actual ocean temperature is adjusted
for freezing; however, this would not allow energy conservation in the oceanmodel. Nevertheless, the partial
atmosphere‐ocean coupling has an indirect impact on the frazil/ocean‐ice heat fluxes. Because the anoma-
lous surface fluxes and ocean circulation changes simulated in the partially and fully coupled experiments
are different, their ocean temperatures and the resulting frazil/ocean‐ice heat fluxes and sea ice responses
are also different. A comparison of the sea ice volume budget and the surface‐ and circulation‐driven
frazil/ocean‐ice heat flux components in the fully coupled and partially coupled experiments thus isolates
how atmosphere‐ocean coupling alters the sea ice loss process.

We further checked that the partial coupling does not introduce a drift or spurious surface heat flux changes
by conducting another (20‐year‐long) baseline experiment using the same partial coupling as the perturbed
partially coupled experiment but without CO2 quadrupling. Comparing this partially coupled control run to
the original fully coupled control experiment indicated that the impact of partial coupling on global averaged
anomalous surface heat gain and ocean temperature is indeed negligible (see Figures S1 and S2 of GR20).
Arctic sea ice is about 20% thicker in the partially coupled baseline than the fully coupled one, but sea ice

Table 1
Tracer Configurations and Their Use in the Partially and Fully Coupled Simulations for Decomposing the Frazil Heat (Fi) and Ocean‐Ice Heat Fluxes (FOI)

Experiment Tracer Initialization Temperature equivalence Frazil heat and ocean‐ice heat equivalence

Fully coupled P1 P1jt¼0 ¼ 0 P1 ¼ T ′
OQ Fi1 ¼ F′

iQ FOI1 ¼ F′
OIQ

P2 P2jt¼0 ¼ TO; P2 ¼ TO þ T ′
OO Fi2 ¼ Fi þ F′

iO FOI2 ¼ FOI þ F′
OIO

Partially coupled P1 P1jt¼0 ¼ 0 P1 ¼ T ′
OQA

Fi1 ¼ F′
iQA

FOI1 ¼ F′
OIQA

P2 P2jt¼0 ¼ TO P2 ¼ TO þ T ′
OOP

Fi2 ¼ Fi þ F′
iOP

FOI2 ¼ FOI þ F ′
OIOP

Note. Q′ indicates the anomalous air‐sea heat fluxes in the fully coupled experiment, and QA′ indicates the atmosphere‐driven ones in the partially coupled
experiment. Tracer P1 isolates the surface‐driven anomalous ocean temperature components (T ′

OQ and T ′
OQA

) forced by Q′ and QA′, while tracer P2 isolates

the baseline (TO) and circulation‐driven anomalous components (T′
OO and T ′

OOP
) forced by the circulation changes v′ and vp′ in the fully and partially coupled

experiment. Fi1=FOI1 are the frazil heat and ocean‐ice heat flux components due to P1, while Fi2=FOI2 are the ones due to P2.
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extent is very similar. Interannual variability in Antarctic ice extent and volume is also similar in the two
runs, but phases of internal interannual oscillations differ (Figures S1 and S2 in the supporting
information). Changes evident when comparing the perturbed (fully and partially coupled) experiments
after CO2 are quadrupled are much larger than the unperturbed variants indicating that the differing
response in the fully and partially coupled frameworks is a robust response to the coupling strategy in the
presence of forcing. As we will see, the differences in the sea ice response of the partially and fully
coupled perturbed experiment are related to the different rates of decrease of their sea ice extent in
winter, which are very similar in the baseline experiments; thus, the conclusions are robust despite
differences in the baseline.

3. Results
3.1. Arctic Sea Ice Volume Change and its Budget

The sea ice area and volume evolution in the perturbed fully coupled and partially coupled experiments are
shown in Figures 1–3. Arctic sea ice volume decreases more rapidly than that of the Antarctic in both experi-
ments (Figures 1b and 1d). More significantly, Arctic sea ice area and volume evolve differently in the fully
and partially coupled experiments (Figures 1a, 1b, 2, and 3), while Antarctic sea ice evolves similarly in the
two experiments (Figures 1c and 1d; also compare Figures S3 and S4).

In the first 10 years following abrupt CO2 quadrupling, Arctic sea ice area and volume decline at similar rates
in the fully and partially coupled experiments (Figures 1a and 1b). This initial period accounts for most of the
Arctic's sea ice thickness or volume loss, about two thirds of the sea ice volume loss in the fully coupled

(a) (b)

(c) (d)

Figure 1. Annually integrated sea ice area (in 107 km2) and volume (in 104 km3) in the Arctic (a, b) and Antarctic(c, d)
for the preindustrial control (black) and fully coupled (red) and partially coupled (blue) perturbed experiments. The
standard deviations of Arctic sea ice area and volume are respectively 0.02 × 107 km2 and 0.18 × 104 km3 and 0.04 × 107

km2 and 0.09 × 104km3 for the Antarctic. Cyan line shows the 10‐year period of rapid Arctic sea ice loss.
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experiment. Following the initial phase of rapid ice loss, Arctic sea ice area and volume continues to decline
but do so more slowly and at different rates in the fully and partially coupled experiments (Figures 1a and
1b). By the end of 20 years, the Arctic becomes seasonally ice free in both experiments (Figures 2 and 3
[panels b, f, j, and n]). However, in the partially coupled experiment, the sea ice decline continues after
20 years so that the Arctic becomes completely ice free in all seasons by the end of 40 years (compare
Figures 1a and 1b and Figures 2 and 3 [panels k, l, o, and p]). While in the fully coupled experiment, the
sea ice loss stabilizes after 20 years, and though the Arctic remains seasonally ice free, it continues to
grow ice in winter (Figures 2 and 3 [panels c, d, g, and h]; compare also Figure S6). In the Antarctic, the
seasonal sea ice changes are much more alike in both experiments throughout the 100‐year simulation
(compare Figures S3 and S4).

These differing Arctic sea ice responses in the fully and partially coupled experiments suggest that the
impact of ocean circulation changes on the air‐sea interactions play a stabilizing role in maintaining

Figure 2. Time‐averaged Arctic March and September sea ice concentration in the fully (a–h) and partially coupled
experiments (i–p) for Years 1–10 (a, e, i, m), 11–20 (b, f, j, n), 21–60 (c, g, k, o), and 61–100 (d, h, l, p).
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seasonal sea ice in the Arctic, while this impact is not significant in the Antarctic. To understand the roles of
the atmosphere and ocean and the coupling between them in Arctic sea ice response and why they differ in
the Antarctic, we examine Arctic sea ice volume budget and the role of frazil/ocean‐ice heat flux components
in both experiments and how they differ in the Arctic and Antarctic in the next sections.
3.1.1. Arctic Sea Ice Volume Budget
We now analyze the Arctic sea ice volume budget in the light of the contributions from the volume changes
at sea ice top and bottom interfaces, first in the control and then in the perturbed fully and partially coupled
experiments. In order to have a complete sea ice volume budget, we use annual integrals of growth and melt
rates (Figure 4); however, these annual growths and melt rate changes largely occur in the winter and sum-
mer seasons, respectively (Figures 6, 7, and S6–S8).

In the preindustrial control experiment, stable Arctic sea ice volume is maintained by a balance between a
net volume loss at the top face and a net volume gain at the bottom face (Figures 4c, 4f, and 4i, black lines).

Figure 3. Time‐averaged Arctic March and September sea ice thickness in the fully (a–h) and partially coupled
experiment (i–p) for Years 1–10 (a, e, i, m), 11–20 (b, f, j, n), 21–60 (c, g, k, o), and 61–100 (d, h, l, p). Units =m.
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Though the net volume loss and gain at the top and bottom faces are equal, the magnitudes of the growth
and melt rates at the ice top face are much smaller than those at the bottom face (compare
Figures 4a, 4b, 4d, 4e, and S5). That the rate of ice melt at the bottom face exceeds ice melt at the top
interface may be attributed to the greater reflectivity of sea ice compared to the surrounding (ice‐free)
ocean surface (Bitz et al., 2005). Net volume loss at the top face occurs because Arctic sea ice grows very
little by snow accumulation in winter but melts vigorously at its top face in summer (growth <melt;
Figures 4a and 4b, black lines; compare Figures S5a–S5c), while at the ice bottom face, net volume gain
occurs because winter bottom growth exceeds summer melt (growth >melt; Figures 4d and 4e, black
lines; compare Figures S5g–S5i).

With CO2 quadrupling, the initial phase of a similar rapid decrease in Arctic sea ice volume in both fully and
partially coupled experiments (first 10 years; recall Figure 1) occurs largely due to an increase in the volume
loss at the ice top face (Figure 4c, red and blue lines). This increase in the top face volume loss is caused by an
increase in the top melt rate in summer; the top face growth rate is much smaller in comparison (Figures
4a–4c, red and blue lines). Volume gain at the ice bottom face also decreases initially but quickly recovers

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Arctic sea ice volume budget (units = 104 Km3/year; note that each panel uses a different range on theyaxis to
expose the response for that field). Annually integrated sea ice growth, melt, and the net volume change rate
(growth‐melt) at the sea ice top face (a–c), bottom face (d–f), and total (top + bottom; g–i) in the preindustrial control
(black), fully coupled (red), and partially coupled CO2 quadrupling experiments (blue). Standard deviations for top face
melt and growth rates are 0.05 and 0.006 × 104 Km3/year, respectively, and bottom face melt and growth rates are 0.11
and 0.07 × 104 Km3/year, respectively. Cyan line shows the 10‐year period of rapid Arctic sea ice loss.
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and so does not contribute much to the overall Arctic volume loss during this period (Figure 4f, red and blue
lines). However, after several years, the ice top face melt rate increase quickly attenuates and eventually
becomes weaker than the baseline top face melt rate in the control experiment (Figures 4b and 4c; compare
red and blue with black lines). The large decrease in Arctic sea ice volume in the decade following this initial
phase of Arctic sea ice loss explains the decrease of the ice top face summer melt rate that occurs despite per-
sistent increases in surface temperatures (Figures 1b, S7, and S8a–S8d).

In the ensuing years (years 10 to 100), Arctic sea ice volume declines at a slower but different rates in both
experiments, especially between Years 10 and 20 (recall Figure 1 and Figures 2 and 3 [panels b and j]). This
relatively slow period of Arctic sea ice volume loss rate is largely caused by the decrease in the annual net
volume gain at the ice bottom face (Figure 4f; compare red and blue with black lines). The Arctic had become
seasonally ice free in this period such that the annual net Arctic sea ice volume depends on the net sea ice
volume that reappears in winter. The decrease in the annual net sea ice volume thus results from the
decrease of the bottom face volume gain in winter (Figures 2 and 3; compare panels a–d with panels e–h
and panels i–l with panels m–p).

The decrease in the bottom face volume gain in winter is caused by the decrease in the bottom face growth
rates. Bottom face melt rates that largely occur in summer decrease, rather than increase in this period in
both fully and partially coupled experiments (Years 10 to 100; Figures 4d and 4e). The decrease in the bottom
melt rates in summer is explained by the decrease in the net bottom face sea ice growth that occurred in win-
ter. The decrease of the bottom face growth rate occurs even faster in the partially coupled experiment
(Figures 4d and 4f; compare the difference between red and blue lines); this explains why the annual net
sea ice volume decreases more rapidly in the partially coupled experiment during this period (compare
red and blue lines in Figures 4f, 3a, and 3b). The Arctic volume budget analysis thus indicates that Arctic
sea ice loss is initially (1–10 years) driven by an increase in its top face melt rates in summer and then later
(10–100 years) by a decrease in the bottom growth melt rates in winter.

Figure 5. Time‐averaged baseline atmosphere‐ice heat fluxes, FAI, conductive fluxes through the ice at the top face,
k∂TI/∂z, and ocean‐ice heat fluxes, FOI, in the winter (DJFM; a–c) and summer (MJJA; d–f) seasons, respectively,
in the preindustrial control experiment. Note that sign convention for atmosphere‐ and ocean‐ice heat fluxes are positive
downward; units: W/m2.
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3.2. Attribution of Sea Ice Volume Changes to Atmosphere‐Ice and Frazil/Ocean‐Ice
Heat Changes

In order to isolate the roles of the anomalous atmosphere‐ice and frazil/ocean‐ice heat fluxes in the sea ice
volume changes described above, it is necessary to understand how atmosphere‐ice and frazil/ocean‐ice heat
fluxes drive sea ice growth and melt rates seasonally in the baseline state. Following Equations 1 to 3,
changes in growth and melt rates at the sea ice top and bottom faces cannot simply be attributed to the
atmosphere‐ and frazil/ocean‐ice heat fluxes due to the presence of the conductive term (k∂TI/∂z in
Equations 1 and 2). Understanding how heat conduction at the sea ice interfaces varies seasonally is thus
useful for attributing the roles of the atmosphere‐ and frazil/ocean‐ice heat fluxes.

Heat conduction through sea ice is a function of the temperature difference between the top and bottom
faces. Sea ice temperature itself must be at or below Tfrz (otherwise, it melts), and sea ice temperature at
the ocean‐ice interface must be maintained at the freezing temperature (sea ice grows or melts when the
ocean temperature falls below or rises above freezing) so that the vertical gradient of temperature between
the sea ice top and the base is often negative, and heat conduction through sea ice is often upward.

In summer, melting at the sea ice interfaces occur at similar constant temperatures so that the vertical
gradient of sea ice temperature and heat conduction between ice interfaces are small (i.e., k∂TI/∂z≈ 0
(Figure 5e); −q∂h/∂t|top≈ FAI in (1); q∂h=∂tjbot ≈ FOIb in (2)). Summer melt rates at sea ice top and bottom
faces are thus largely attributable to atmosphere‐ice and ocean‐ice heat fluxes, respectively (compare

Figure 6. Time‐averaged Arctic winter (JFMA) sea ice growth components; snow‐ice formation (a–d), frazil (e–h), and basal (i–l) growth anomalies for Years 1–10
(a, e, i), 11–20 (b, f, j), 21–60 (c, g, k), and 61–100 (d, h, l) in the partially coupled experiment. Unit =m/year. Solid dark lines show the time‐averagedsea ice extent.
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atmosphere‐ and ocean‐ice heat fluxes [Figures 5d and 5f] with summer melt rates [Figures S5b and S5h]).
On the other hand, in the winter season, sea ice growth cannot occur at the top face, and the atmosphere‐ice
heat fluxes are largely used for cooling sea ice temperature; some fraction of the atmosphere‐ice heat fluxes
can be used for snow‐ice conversion when snow is available (i.e., ∂h/∂t|top≈ 0 [Figure 5a]; IO≈ 0 in winter
and FAI≈ k∂TI/∂z in (1); compare Figures 5a and 5b). Since the bottom face is constantly maintained at
the freezing temperature, the cooling of sea ice temperature by atmosphere‐ice heat fluxes causes a large
vertical gradient of sea ice temperature, which drives basal ice growth at the bottom face by conduction
(k∂TI/∂z in Equation 2; compare Figures 5a, 5b, and S5g). On the other hand, frazil heat is used for frazil
ice formation where the ocean temperature falls below freezing (Equation 3; compare Figures 5c and S5d).

Basal ice growth accounts for most of the sea ice growth in winter, with frazil ice formation making a much
smaller contribution (Figures S5d and S5g). However, despite its much smaller contribution, frazil ice
growth still plays a crucial role in the net sea ice growth in winter. Basal sea ice growth can only occur below
existing ice, so its net amount depends on sea ice extent. Sea ice extent at the beginning of the winter season
is greatly reduced by the preceding summer melt (summer basal melt > winter basal growth around the sea
ice edges; Figure S5i). Therefore, the net amount of sea ice growth in winter also depends on the seasonal
increase in sea ice extent by frazil ice formation. The net sea ice growth in winter thus depends on both atmo-
sphere and frazil heat fluxes.

Similarly, in the perturbed experiments, conduction is even weaker in summer (compare Figure 5e with
anomalies in Figures S10 and S11e–S11h) so that the initial anomalous increase of the melt rates at the
ice top face in summer can be attributed to the anomalous increase in atmosphere‐ice heat fluxes in the

Figure 7. Same as Figure 6 but for the fully coupled experiment.
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perturbed experiments (Figures S10 and S11a–S11d). The greater contribution of the anomalous summer
melt rates at the ice top face to the sea ice volume loss in the initial phase of rapid Arctic sea ice decline
(within the first decade) thus suggests that the atmosphere plays a dominant role in rapid sea ice volume
decline in the short term.

On the other hand, the greater role played by the bottom face growth rates in winter in the later phase
(beyond 10 years) of Arctic sea ice loss could indicate that slower ocean processes play a greater role in
the long term. As in the baseline state, changes in the net winter growth rates in the perturbed experiments
could be driven both by changes in atmosphere‐ice heat flux changes and frazil ice formation associated with
ocean temperature changes. However, because the Arctic becomes seasonally ice free during this period in
the perturbed experiments, the role of frazil ice growth becomes even more crucial than in the baseline win-
ter growth process, as frazil ice growth becomes necessary for the reappearance of sea concentration in win-
ter. Basal ice growth and atmosphere‐ice heat fluxes actually increase where ice concentration reappears in
winter; anomalous basal growth decrease occurs only at the sea ice edges where sea ice concentration has
declined (compare Figures 6 and 7 [panels i–l] and S12 and S13 [panels a–d and e–h]). Therefore, the
decrease in the net winter ice growth rates after the first decade and its differring rates between the fully
and partially experiments, can be attributed to the decrease in net sea ice area available for basal ice growth
that result from a decrease in frazil ice growth or frazil heat.

3.3. The Role of Surface Heat Fluxes and Ocean Circulation Changes in the Ocean‐Driven Arctic
Sea Ice Changes
3.3.1. Anomalous Frazil Heat Components
We next examine the relative contributions of the surface‐ and circulation‐driven components to the frazil

heat decrease (i.e., F ′
iQ and F ′

iO ; see section 2.2.3). These components provide further insight into the

(a) (b)

(c) (d)

(e) (f)

Figure 8. Percentage anomalies of the annually integrated Arctic frazil and ocean‐ice heat fluxes (a, b) and their
surface‐driven (c, d) and circulation‐driven (e, f) components in the fully coupled (red) and partially coupled (blue)
simulations. Percentage anomalies are taken with respect to the annually averaged frazil and ocean‐ice heat fluxes in the
control experiment. Positive (negative) percentages show anomaly increase (decrease). The coefficients of variation for
frazil and ocean‐ice heat fluxes in the preindustrial control experiment are 3.8% and 5.73%, respectively.
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ocean processes that drive the frazil heat changes and the resulting sea ice extent and winter growth
decreases, and further isolate the possible impact of the atmosphere on the decrease. The surface‐driven
component indicates the atmospheric impact on the frazil heat through the anomalous surface heat loss
from the ocean, while the circulation‐driven changes isolate the impact of the ocean circulation changes
only. Note that, though frazil ice growth is primarily caused by the ocean's surface heat loss to the
atmosphere in winter, a decrease in frazil ice growth could be caused by both an increase in the ocean
heat convergence into the Arctic or a decrease in the Arctic's surface heat loss to the atmosphere. In the
remaining discussions, we limit our discussion to the frazil heat components instead of those of the
ocean‐ice heat fluxes; as we discussed in the preceding section, sea ice volume decrease in this period is
driven by the decrease in frazil ice formation. The decrease of the ocean‐ice heat fluxes and the resulting
ice bottom face melt are also not explained by anomalous ocean temperature (which increase in this
period); rather, the decrease is explained by the growth‐driven sea ice volume decrease in this period
(compare Figures 8b, 8d, and 8f with 8a, 8c, and 8e).

Surface‐ and circulation‐driven anomalous frazil heat components have opposite impacts on the net frazil
heat changes. The surface‐driven component causes an increase rather than a decrease in frazil heat and also
contributes to the smaller percentage of change of the frazil heat anomalies. The circulation‐driven compo-
nent, on the other hand, causes the decrease in frazil heat and contributes to the greater percentage of
change of the frazil heat anomalies (compare Figures 8c and 8d with Figures 8e and 8f). The relative contri-
butions of these components suggest that the impact of the atmosphere is indeed small and the ocean drives

Figure 9. Time mean Arctic winter season (DJFM) frazil heat fluxes (a–d) and their surface‐driven (e–h) and circulation‐driven (i–l) components for Years 1–10
(a, e, i), 11–20 (b, f, j), 20–60, and 60–100 (d, h, l) in the partially coupled experiment. Unit is W/m2.
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the decrease of sea ice growth rates in winter. The surface‐driven component suggests anomalous surface
heat loss from the ocean increase in winter and only acts to slow down the greater circulation‐driven
decrease of frazil heat. This anomalous increase in winter surface heat loss in the Arctic likely occurs for
the same reason atmosphere‐ice heat fluxes or conduction increase where sea ice concentration exists in
winter (compare Figures 6 and 7 [panels i–l] and S12 and S13 [panels a–d and e–h]). Surface air
temperatures over the Arctic increase a lot more than the ocean surface temperatures or the sea ice top
face temperature, thereby increasing the surface sensible heat loss and the resulting surface‐driven frazil
heat in the Arctic (see also Figure 4e of GR20).

The anomalous frazil heat components further explain the different rates of Arctic sea ice loss after 10 years
in the partially and fully coupled experiments (i.e., the bottom‐growth‐driven period of Arctic sea ice volume
loss) and the similar rates of Antarctic sea ice loss in both experiments (recall Figure 1). In the Arctic, a
surface‐driven increase of frazil heat occur at similar rates up to about 10 years in both experiments. But after
10 years, this surface‐driven increase of frazil heat continues in the fully coupled experiment, while it
quickly declines in the partially coupled experiment (Figure 8c; compare also Figures 9 and 10 [panels e
and f]). On the other hand, the circulation‐driven components decrease at similar rates in both experiments
up to about 20 years (Figures 8e; compare also Figures 9 and 10 [panels i and j]). Greater surface‐driven
increase of frazil heat in the fully coupled experiment thus explains the slower decline of the net frazil heat
between years 10 and 20 in this experiment (Figure 8a), which, in turn, explains the slower decrease of its sea
ice area and bottom growth rates in this period (compare Figures 1 and 4e, red and blue lines).

Figure 10. Same as Figure 9 but for the fully coupled experiment.
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After 20 years, the circulation‐driven decrease of frazil heat stops and instead starts to increase in the fully
coupled experiment, while in the partially coupled experiment, this decrease continues and causes the total
loss of frazil heat around 40 years (Figure 8e red and blue lines; also compare Figures 9 and 10 [panels k and
l]). This reversal of the circulation‐driven decrease of frazil heat in the fully coupled experiment is also mir-
rored by its surface‐driven component; the surface‐driven increase of frazil heat also stops and starts to
decline after 20 years in the fully coupled experiment (Figures 8c and 8e red lines; also compare
Figures 10g, 10h and 10k, 10l). The recovery of the circulation‐driven component and the compensating
decline of the surface‐driven component is what stops the decline of frazil heat and stabilizes Arctic sea
ice bottom growth rates and area/volume in the fully coupled experiment after 20 years (compare
Figures 1a, 1b, 8a, 8c, 8e red lines; 10g, 10h, 10k, and 10l). That the anomalous frazil heat components
explain the different rates of Arctic sea ice volume loss in this bottom‐growth‐driven period in the fully
and partially coupled experiments, further indicates that the anomalous winter growth rates and Arctic
sea ice volume loss during this period are indeed controlled by ocean processes rather than
atmosphere‐ice heat fluxes.

On the other hand, in the Antarctic, the circulation‐driven decrease of frazil and ocean‐ice heat fluxes are
very similar in both fully and partially coupled experiments, unlike those of the Arctic (Figure S9).
However, as in the Arctic, the impact of the circulation‐driven components is dominant, and they cause
the overall decrease in frazil heat and ocean‐ice heat fluxes in the Antarctic. The similar rates of the

Figure 11. Winter season (DJFM) Arctic sea surface temperature anomaly (a–d) and its surface‐driven component (e–h) and the circulation‐driven component
(i–l) for Years 1–10 (a, e, i), 11–20 (b, f, j), 20–60 ( c, g, k), and 60–100 (d, h, l) in the partially coupled experiment. Units = °C.
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circulation‐driven frazil/ocean‐ice heat decrease in the Antarctic thus explain the similar rates of its sea ice
volume decrease in both experiments. This similarity is consistent with the ocean circulation response over
the Southern Ocean; as we will later see in section 3.4, the circulation changes in the North Atlantic are very
different but very similar in the Southern Ocean in both experiments. The hemispheric differences in the
ocean circulation response in both experiments thus validate that the frazil heat and ocean‐ice heat flux
decomposition here and also suggest that the impact of the ocean circulation changes on the air‐sea
interaction is not significant in the Southern ocean or that the Antarctic sea ice response is largely
atmosphere driven.
3.3.2. Ocean Temperature Impact on Frazil Heat Fluxes
The anomalous frazil heat components described above are caused by the surface‐ and circulation‐driven
anomalous ocean temperature in winter shown in Figures 11 and 12 (recall Equation 4). These anomalous
ocean temperature components thus provide further insight into the ocean processes driving the frazil heat
component changes and validate the decomposition.

In the first 20‐year period, similar rates of the circulation‐driven decrease of frazil heat in the partially
and fully coupled experiments are explained by similar patterns of warm circulation‐driven ocean tem-
perature anomalies that appear in winter in the Arctic in both experiments (compare Figures 9 and 10
and Figures 11 and 12 [panels i and j]). After 20 years, these warm circulation‐driven winter temperature
anomalies persist in the partially coupled experiment (compare Figures 9 and 11 [panels k and l]) and
thereby cause the complete loss of frazil heat in this experiment. While in the fully coupled

Figure 12. Same as Figure 11 but for the fully coupled experiment.
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experiment, the initial warm circulation‐driven ocean temperature anomalies are replaced after 20 years
by cool temperature anomalies that appear to be imported from the subpolar Atlantic. These cool
circulation‐driven anomalies fill the entire Arctic by the end of the 100‐year experiment in the fully
coupled experiment (Figures 12k and 12l). This import of cool circulation‐driven temperature
anomalies explains the circulation‐driven increase of frazil heat in winter after 20 years in the fully
coupled experiment (Figure 8e red line and Figures 10k and 10l).

In contrast, cool surface‐driven ocean temperature anomalies appear in the Arctic in the first 20 years
(Figures 11 and 12 [panels e and f]), which cause the initial surface‐driven increase in frazil heat in both
experiments (Figures 8c and Figures 9 and 10 [panels e and f]). After the initial 20‐year period, these cool
winter surface‐driven anomalies are also replaced by warm surface‐driven temperature anomalies in both
experiments (Figures 11 and 12 [panels g and h]). However, in the partially coupled experiment, the warm
surface‐driven anomalies quickly fill the Arctic in place of the cool ones (Figures 11g and 11h), which
explains the rapid decline of the surface‐driven increase in frazil heat in this experiment (Figure 8c blue line
and Figures 9g and 9h). In the fully coupled experiment, warm surface‐driven temperature anomalies that
appear to be compensating the cool circulation‐driven temperature anomalies are also imported from the
subpolar Atlantic, and they gradually replace the initial cool temperature anomalies as they are transported
into the Arctic (compare Figures 12g, 12h, 12k, and 12l). These remote warm surface‐driven temperature
anomalies explain the gradual surface‐driven decrease in frazil heat in the fully coupled experiment after
20 years (compare Figure 8c red line and Figures 10g and 10h). The time‐evolving patterns of the

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 13. The Arctic Ocean heat budget decomposed into the anomalous total heat transport and its circulation‐ and surface‐driven components and the
surface heat flux. The upper row (a–d) shows terms in the partially coupled experiment. The lower row shows results for the fully coupled experiment (e–h).
The control monthly (100 years) climatology is shown in each panel in black. Colored lines show the evolution of anomalies in variables over successive 20‐year
intervals. Heat transport is computed at the Nordic sea boundaries at 66°N, and surface heat fluxes are area‐weighted poleward of 66°N.
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anomalous temperature components in the fully and partially coupled experiments thus suggest that remote
ocean temperature changes in the subpolar Atlantic have significant consequences on Arctic sea ice changes.

3.4. Local and Remote Influences on Arctic Frazil/Ocean‐Ice Heat Fluxes

In order to understand the relative impacts of the local and remote ocean processes on Arctic frazil heat or
frazil growth decrease, we examine the anomalous surface heat fluxes and anomalous heat transport into the
Arctic (Figure 13). According to Equations 9 and 10, the surface‐ and circulation‐driven anomalous ocean
temperature components include impacts from local surface heat flux and ocean circulation changes in

the Arctic (i.e.,Q′ and v′ · ∇TO terms), as well as impacts from remote surface heat flux and ocean circulation

changes through ocean heat convergence terms (i.e., v · ∇T′
OQ and v · ∇T′

OO). We focus on the surface heat

flux anomalies poleward of the 66°N and diagnose the net anomalous ocean heat transport as the difference
between the perturbed and control experiments' meridional ocean heat transport into the Arctic through the

Nordic Sea boundaries at 66°N (where most of the heat transport into the Arctic occurs; i.e., v · ∇TO − v · ∇

TO ¼ v′ · ∇TO þ v · ∇T ′
OQ þ v · ∇T ′

OO ). The surface‐driven anomalous ocean heat transport component is

computed using the meridional transport of the tracer P1 into the Arctic (i.e., v ·∇P1; recallP1 ¼ T′
OQ), while

the circulation‐driven component is the difference between the meridional transport of tracer P2 and the

baseline meridional heat transport into the Arctic (i.e., v · ∇P2 − v · ∇TO ¼ v′ ·∇TO þ v · ∇T′
OO; recall P2 ¼

T′
OO þ TO; see section 2.2.3).

In the first 20‐year period, the circulation‐driven component contributes the larger proportion of the anom-
alous heat transport into the Arctic in both experiments, especially in winter (compare Figures 13b and 13c
with Figures 13f and 13g, deep blue lines). This large circulation‐driven increase in the ocean heat transport
into the Arctic in winter explains the initial warm circulation‐driven winter temperature anomalies and the
large circulation‐driven decrease of the ocean‐ice heat fluxes that occur in the first 20‐year period in both
experiments (Figures 9–12, panels i and j). By definition, circulation‐driven heat transport anomalies include

the impacts of both local and remote ocean circulation changes ( v′ ·∇TO and v ·∇T′
OO in Equation 10).

However, since they have an immediate impact on Arctic temperatures, this initial circulation‐driven anom-
alous heat transport into the Arctic likely results from the redistribution of the baseline Arctic temperature

gradient by local Arctic ocean circulation changes (i.e., v′ · ∇TO term) rather than from the import of remote

circulation‐driven ocean temperature anomalies (v · ∇T′
OO term). Heat transport into the Arctic occurs lar-

gely through the Atlantic inflow into the Arctic, which occurs below the mixed layer in the cold halocline
layer and so should not immediately have an impact on mixed‐layer temperature (Aagaard et al., 1981;
Steele et al., 1995).

On the other hand, surface‐driven ocean temperature anomalies can be produced by both local anomalous
surface heat fluxes and transport of remote surface‐driven temperature anomalies into the Arctic (i.e.,Q′ and
v · ∇T′

OQ in Equation 9). Though weaker than the circulation‐driven anomalous heat transport, the Arctic

also gains heat through the import of remote surface‐driven ocean temperature anomalies in both experi-
ments, especially in winter (Figures 13c and 13g), while it loses heat through an anomalous increase in sur-
face heat loss in winter and gains anomalous surface heat in summer (Figures 13d and 13h). These
anomalous winter surface heat loss and summer surface heat gain are caused by the new open waters that
result from sea ice loss in the Arctic (not shown). This additional surface heat exchange in new open waters
explains why the partially coupled experiment has greater anomalous surface heat fluxes than the fully
coupled experiment after 20 years since the Arctic has a smaller sea ice extent after 10 years in this experi-
ment (compare Figures 13d and 13h).

The initial surface‐driven cooling of Arctic winter ocean temperatures and increase of frazil heat in the first
20‐year period (recall Figures 11 and 12 and Figures 9 and 10 [panels e and f]) are thus explained by the local
anomalous Arctic surface heat loss in winter, rather than the import of remote surface‐driven ocean

temperature anomalies from the subpolar Atlantic ( v · ∇T ′
OQ ). Though the energy input by the local

anomalous surface heat fluxes is much weaker than that by anomalous surface‐driven heat transport
(compare the magnitudes in Figures 13c and 13g and Figures 13d and 13h), the surface‐driven anomalous
heat transports into the Arctic do not have an immediate impact on Arctic temperature changes. Similar
to the remote circulation‐driven anomalies, the transport of remote surface‐driven anomalies also has a
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delayed impact on Arctic temperatures because they are also transported
through the Atlantic inflow below the Arctic mixed layer.

After the initial 20‐year period, the circulation‐driven increase of the
anomalous heat transport attenuates in both experiments, particularly
in winter (Figures 13b and 13f, light blue to red lines). However, in the
fully coupled experiment, the attenuation of the circulation‐driven anom-
alous heat transport occurs at a much faster rate and eventually causes the
Arctic to lose heat in winter (Figure 13f, light blue to red lines). These dif-
fering attenuation rates of the circulation‐driven heat transports after 20
years explain the slower circulation‐driven decrease of frazil heat in the
partially coupled experiment and its recovery in the fully coupled experi-
ment after the initial 20‐year period (recall Figure 8e). As the
circulation‐driven ocean temperature anomaly pattern suggests, the
reversal of the anomalous heat transport into the Arctic in the fully
coupled experiment after 20 years is caused by the import of remote cool
circulation‐driven ocean temperature anomalies from the subpolar

Atlantic through the Atlantic inflow (i.e., v · ∇T′
OO term; compare

Figures 12k and 12l), which can now reach the Arctic mixed layer possi-
bly through a gradual retreat of the cold halocline layer (Steele & Boyd,
1998).

Similarly, the import of remote surface‐driven ocean temperature anoma-
lies also reaches the Arctic mixed layer and causes the emergence of warm

surface‐driven temperature anomalies in the Arctic after 20 years in both experiments (Figures 11 and 12
[panels g and h]). This surface‐driven warming of the Arctic occurs despite the sustained increase in winter
surface heat loss during this period (Figures 13d and 13h). As a result of warm surface‐driven temperature
anomalies that act to compensate the large circulation‐driven cooling in the subpolar Atlantic in the fully
coupled experiment, the surface‐driven ocean heat transport after 20 years is also greater in the fully coupled
experiment (compare Figures 13c and 13g and Figures 12g, 12h, 12k, and 12l). Compensation between the
circulation‐ and surface‐driven temperature components in the fully coupled experiment is consistent with
two‐way air‐sea interaction in this experiment: Circulation‐driven ocean temperature anomalies are coupled
to the atmosphere in the fully coupled experiment, thereby allowing anomalous heat fluxes to compensate
for and oppose these circulation‐driven surface temperature anomalies. In the partially coupled experiment,
the coupling with the circulation‐driven component is suppressed such that there is no compensation
between its surface‐ and circulation‐driven temperature anomalies.

Our analysis thus suggests that ocean circulation changes play a dominant role in ocean‐driven Arctic sea
ice changes both in the initial decrease and subsequent stabilization of the sea ice in the fully coupled
experiment. Local ocean circulation changes in the Arctic cause an initial increase in ocean heat transport
into the Arctic and a resulting decrease of frazil ice growth in winter, while remote ocean circulation
changes in the subpolar Atlantic prevent the total decline of sea ice growth in winter through the trans-
port of the circulation‐driven subpolar Atlantic temperature anomalies into the Arctic. Local anomalous
surface heat loss in the Arctic also increases in winter due to new open waters that appear from the loss
of sea ice cover but only play a role in sea ice winter growth recovery in the short term. The impact of this
increased surface heat loss is weakened by the export of remote surface‐driven temperature anomalies
into the Arctic after 20 years. Consistent with the ice‐albedo feedback mechanism, anomalous surface
heat gain due to new open waters in summer also increases ocean‐ice heat fluxes (Figure 8d), but their
impact is also small compared to the circulation‐driven sea volume loss, which causes an overall decrease
in melt and ocean‐ice heat fluxes (Figures 8d and 8f). The impact of ocean circulation changes on the
local air‐sea interaction and anomalous surface heat fluxes in the Arctic is also weak. The differences
between anomalous surface heat fluxes in the Arctic in the partially and fully coupled experiments are
better explained by the differences in the sea ice cover.

The cooling of the subpolar Atlantic in global warming experiments and observations has been associated
with the weakening of the Atlantic meridional overturning circulation (AMOC) (Garuba et al., 2018;

Figure 14. Time series of the Atlantic meridional overturning circulation
(AMOC) index in the partially coupled (blue) and fully coupled (red)
experiments. The AMOC index is defined at the location of maximum
volume at latitudes north of 26°N and depth greater than 500m.
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Gervais et al., 2018; Maroon et al., 2018; Winton et al., 2013). Consistent with this mechanism, the AMOC
weakens a lot more in the fully coupled experiment than in the partially coupled one, particularly after
20 years (Figure 14), therefore explaining the greater subpolar Atlantic cooling and reversal of the ocean heat
transport into the Arctic after 20 years in this experiment. That the AMOC weakens more in the fully
coupled experiment than the partially coupled one suggests that the coupled two‐way atmosphere‐ocean
interaction enhances AMOC weakening response to CO2 increase. In contrast, the impact of the coupled
atmosphere‐ocean interaction is weak in the Southern Hemisphere, and the ocean circulation response is
very similar in both experiments. The ocean circulation response in the Southern Ocean is primarily caused
by the poleward shift of the Southern Ocean winds (See Figure 11 and further discussion of surface flux
response in GR20). The similarity between the ocean circulation response in the Southern Ocean also
explains the similarities in circulation‐driven frazil/ocean‐ice heat fluxes and Antarctic sea ice loss in both
experiments (Figures 1c, 1d, and S9) and further validates our decomposition.

The greater weakening of the AMOC in the fully coupled experiment is likely caused by the compensation of
the circulation‐driven cooling of the subpolar Atlantic by anomalous surface heat fluxes. Circulation‐driven
cooling of the subpolar Atlantic provides a negative feedback (or temperature advective feedback) that sta-
bilizes the AMOC and prevents further weakening. The compensation of the circulation‐driven cooling in
the subpolar Atlantic thereby suppresses the stabilizing impact of the temperature advective feedback, while
it enhances the destabilizing impact of the circulation‐driven freshening of the subpolar Atlantic on the
AMOC (salinity advective feedback) and thereby causes further weakening of the AMOC. The details of
the coupled AMOC weakening response is beyond the scope of this paper and will be explored in future
work. Nevertheless, the results here suggest that this coupled feedback impact on AMOC weakening results
from the atmosphere‐ocean interaction rather than ocean‐ice interactions. The partially coupled experiment
completely loses its sea ice and yet has a smaller weakening of the AMOC than the fully coupled experiment
that has partial loss of its sea ice.

4. Summary and Discussion

We use a novel decomposition of the anomalous ocean heat energy used for frazil ice growth and sea icemelt
(frazil/ocean‐ice heat fluxes) and a sea ice volume budget analysis to disentangle the atmosphere‐ocean‐ice
interactions driving Arctic sea ice response to CO2 quadrupling. The sea ice volume budget analysis is used
to isolate atmosphere‐ and ocean‐driven Arctic sea ice volume changes caused by anomalous atmosphere‐ice
heat fluxes and frazil/ocean‐ice heat fluxes, respectively. The anomalous frazil heat and ocean‐ice heat
fluxes are further decomposed into components that are caused by anomalous surface heat fluxes (sur-
face‐driven) and ocean circulation changes (circulation‐driven) in the Arctic using temperature‐like tracers
in partially and fully coupled global climate model experiments. Arctic sea ice volume budget and
frazil/ocean‐ice heat flux components are compared between the partially and fully coupled experiments
to isolate how the coupling between the atmosphere and ocean also modifies the atmosphere‐ and
ocean‐driven sea changes.

The Arctic sea ice volume budget analysis here suggests that the atmosphere drives most Arctic sea ice loss in
the short term (within a decade) by increasing Arctic sea ice top face melt, while the ocean plays a greater
role in the long term (beyond 10 years) by decreasing sea ice growth in winter (Figure 3). Though
atmosphere‐ice heat fluxes drive most of sea ice growth in winter through conduction or basal growth, an
overall decrease in sea ice growth in winter occurs due to the decrease in net sea ice area available for basal
growth, as a result of the decrease in the ocean‐driven frazil ice growth; basal ice growth itself increases
where sea ice concentration has not declined. The surface‐ and circulation‐driven frazil heat components
further show that this ocean‐driven decrease occurs largely through its circulation changes, which cause
an increase in ocean heat convergence into the Arctic, particularly in the winter. Anomalous surface heat
loss (gain) due to the shrinking sea ice area instead increases winter (summer) growth (melt). However,
these play a smaller role in the short term because the impact of the circulation‐driven heat convergence
in winter is greater (Figure 5).

Comparing the frazil heat components in the partially and fully coupled experiments further shows that the
ocean‐circulation‐driven decrease in winter ice growth is eventually stabilized by the atmosphere‐ocean cou-
pling in the subpolar Atlantic in the fully coupled experiment. Air‐sea interactions in the subpolar North
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Atlantic serve as a negative feedback on sea ice loss by accelerating the weakening of the AMOC and its
resulting cooling of the subpolar Atlantic; these cool circulation‐driven temperature anomalies are later
exported into the Arctic, thereby causing the attenuation of the initial increase in ocean heat transport into
the Arctic in winter and the decline in frazil heat associated with it. Without this export of the
circulation‐driven cooling of the subpolar amplified by the two‐way air‐sea interaction impact on ocean cir-
culation changes, the initial anomalous increase in heat transport into the Arctic in winter causes the total
loss of Arctic sea ice in the partially coupled experiment. Interestingly, this coupled feedback on the ocean
circulation change does not occur in the Southern Ocean, and as a result, it also has little impact on
Antarctic sea ice loss, suggesting these are not spurious results from the partially coupled experiment.

The results here are consistent with earlier studies of sea ice volume budget analysis. The bottom‐growth‐
driven Arctic sea ice loss in the long term is also found in the multimodel study of Holland et al. (2010).
Our attribution of the decrease in sea ice bottom growth to decreasing frazil ice formation rather than to con-
ductive growth by atmosphere‐ice heat fluxes is consistent with what is found in the Hadgemmodel study of
Keen and Blockley (2018) and West et al. (2013). The surface‐driven increase in winter sea ice growth seen
here is also similar to the sea ice recovery mechanism shown in the study of Tietsche et al. (2011), where total
sea ice loss caused by imposing large summer melting recovers as a result of increased growth in winter due
to the anomalous surface heat loss. However, here the impact of this surface‐driven increase in growth is
short‐lived and weaker than the circulation‐driven decrease in growth. Similarly, the results here suggest
that the ice‐albedo feedback mechanism, which has been proposed for accelerating sea ice loss through
the anomalous surface heat gain in summer (Curry et al., 1995; Perovich et al., 2007), might be weak in
the presence of large ocean heat transports in winter, as winter bottom growth decrease reduces the overall
sea ice volume available for melt. We also note that the impact of heat transport into the Arctic also depends
on the integrity of the cold halocline, which prevents Atlantic heat intrusion into the Arctic to be entrained
into the mixed layer (Steele et al., 1995, 2008).

An important result of this study is the eventual stabilization of Arctic sea ice loss after an initial phase of
increase in ocean heat transport into the Arctic. The initial phase of the increase in winter heat transport into
the Arctic caused by the weakening of the AMOC has been noted in other studies and in observations
(Årthun et al., 2019; Auclair & Tremblay, 2018; Oldenburg et al., 2018; Polyakov et al., 2017; Singh
et al., 2017). The reversal of this circulation‐driven increase of winter heat transport shown here implies that
the continual weakening of the AMOC and resulting cooling of the subpolar Atlantic may prevent the com-
plete loss of Arctic sea ice. This result also implies that better representation of the coupled ocean circulation
response in the subpolar Atlantic is very important for accurate model representation of Arctic sea ice
changes, especially over longer time scales. Indeed, a slowdown of Arctic sea ice loss due to continued
AMOC weakening has been noted in a recent predictability study of historical simulations (Yeager
et al., 2015). Petty et al. (2018) also report a negative correlation between ocean temperatures and sea ice
growth initially, which changes to a positive correlation with time in historical simulations, in agreement
with the results here.

However, our result of the coupled air‐sea interaction feedback on the AMOC weakening and its impact in
stabilizing Arctic sea ice loss might appear to be at odds with the previous attribution of the weakening of the
AMOC to anomalous freshwater fluxes from Arctic sea ice loss (Liu et al., 2019; Svellec & Fedorov, 2016;
Svellec et al., 2017). Here, the relatively smaller weakening of the AMOC despite the total loss of Arctic
sea ice in the partially coupled experiment suggests that the impact of freshwater flux changes on the
AMOC weakening is small. Instead, the feedback on AMOC weakening, which permits Arctic sea ice stabi-
lization, occurs through air‐sea coupling in the subpolar Atlantic. While the negative feedback on sea ice loss
due to the AMOC weakening is also observed in the experiment with large AMOC weakening in the Liu
et al. (2019) study, its impact is weaker. The different conclusions in both studies might be due to different
forcingmechanisms used for driving AMOCweakening in both studies. Arctic sea ice changes were imposed
by changing sea ice radiative properties in the study of Liu et al. (2019), so the freshwater flux change is the
dominant surface flux perturbation that the AMOC responds to, while in this study, CO2 quadrupling largely
causes surface heat fluxes changes. Anomalous surface heat fluxes have been shown to have a greater impact
on the AMOC response than freshwater fluxes in global warming experiments (Garuba & Klinger, 2018;
Gregory et al., 2016). This may explain why the air‐sea interaction feedback on AMOC response is
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dominant in our experiment. These differences therefore suggest relative strengths of the atmosphere‐ocean
and ocean‐ice feedbacks of the Arctic sea ice might be dependent on the forcing mechanisms.

It is important to note some important caveats of the present study. First, we have ignored the impact of sea
ice loss by advection in the analysis and have only focused on the thermodynamic changes driving sea ice
loss; the former may prove to be quite important regionally in the Arctic, but sea ice loss by advection does
not contribute to the global budget considered here. Furthermore, the results presented here are based on
one model and an idealized forcing (abruptly quadrupled CO2) and may therefore be an imperfect analog
to present‐day changes in sea ice. Despite these issues, our work provides a greater understanding of the
evolving roles of the atmosphere and ocean in the sea ice response to global warming, which might be
obscured by atmosphere‐ocean‐ice interactions in standard forced experiments driven by historical or future
increases in CO2 concentrations, or obscured by interannual variability in observed Arctic sea ice changes.

Appendix A: Tracer Initializations and Surface Forcings
Two tracers are introduced in each experiment to isolate the surface‐ and circulation‐driven anomalous
ocean temperature components (Equations 9 and 10). The first tracer denoted as P1 is designed to isolate

the surface‐driven anomalous ocean temperature T ′
OQ. According to Equation 9, T ′

OQ is forced by the anom-

alous surface heat fluxes (Q′) in the perturbed experiment, and at the initial time when CO2 perturbation is

turned on in the experiments, Q′ would be zero, and so will T ′
OQ. Similarly, tracer P1 is set to equal zero at

initialization and forced with Q′ from the perturbed experiment. To force P1, Q′ is computed online in the
perturbed experiment as the difference between the surface heat fluxes in the experiment and the baseline

surface heat flux from the control experiment (i.e., Q′ ¼ Q − Q ). Note that Q is supplied as input as the
monthly averaged model output of the surface heat fluxes (“SHF”). However, in CESM, SHF includes the

melt ocean‐ice heat flux (”MELTH_F”), so Q is computed as SHF−MELTH_F. The tracer tendency

equation for P1 solved by the model is thus equal to Equation 9, and P1 ¼ T ′
OQ.

In order to isolate the circulation‐driven anomalous component T′
OO , the second tracer (P2) is designed to

emulate the baseline ocean temperature (TO), described by Equation 7. P2 is thus set equal to TO at the initial

time, and like TO , P2 is also forced with Q (from the control experiment). The tendency equation for P2
solved by themodel is thus similar to the baseline tendency Equation 7, except that P2 is subject to a different

ocean transport strength because P2 evolves in a perturbed experiment (i.e., v · ∇P2 ≠ v · ∇TO). As a result,
tracer P2 evolves differently from the baseline (control) temperature field over time. It can be shown that the

difference between P2 and TO is equal to the circulation‐driven ocean temperature anomaly (i.e., P2 ¼ TO þ
T′
OO; see Appendix B in GR20 for derivation). The sum of the two tracers is thus equal to the actual ocean

temperature (i.e., P1 þ P2 ¼ T ′
OQ þ T ′

OO þ TO ¼ TO; see Figure B1 of GR20 for a comparison of the actual

ocean temperature and the sum of the tracers).

Data Availability Statement

The model output for the control simulation data is available on the HPSS at NCAR: /CCSM/csm/b.e11.
B1850C5CN.f09_g16.005; perturbed simulation data can be downloaded at https://doi.org/10.5281/
zenodo.3593507 and https://doi.org/10.5281/zenodo.3666000.
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